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Can you select out the real image?
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Upsampling introduce the artifact patterns !

Spatial domain Frequency domain



Contribution:
• Dictionary learning-based post-processing 

shallow reconstruction method

• Does not rely on any information of the 
GAN used for generation

• Fooling three representative SOTA fake 
image detection methods over fake images 
generated by 16 GAN-based methods.

• Indicating that existing methods can highly 
leverage the manipulation of footprint 
information from different perspectives. 



There are three steps:

1. Train a dictionary model with a real image dataset

2. Seek the representation of a DeepFake image by linear projection or 

sparse coding depending on the over-completeness of the learned 

dictionary

3. Reconstruct the `fake-free' version of the DeepFake image by using the 

said dictionary



Global dictionary learning
• Spans the entire image
• Suitable for face align images

Local dictionary learning
• Local patch-based
• Suitable for ImageNet images
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PCA K-SVDFakeReal

No artifact patterns in reconstructed images !



Dataset:
• CelebA, FFHQ, LSUN 

Detectors:
• (fingerprint-based) GANFingerprint
• (spectrum-based) DCTA
• (image-based) CNNDetector

GAN-based image generation methods:
• ProGAN, SNGAN, CramerGAN, MMDGAN, StyleGAN, BigGAN, 

CycleGAN, StarGAN, GauGAN, CRN, IMLE, SITD, SAN, DeepFakes, 
StyleGAN2, whichfaceisreal



Detector:
• GANFingerprint

Accuracy reduction (PCA): on average 63.09%, worst case:92.92%
Accuracy reduction (K-SVD): on average 45.39%, worst case:62.17%

• DCTA
Accuracy reduction (PCA): on average 72.57%, worst case:72.57%
Accuracy reduction (K-SVD): on average 68.55%, worst case:68.55%

• CNNDetector
Accuracy reduction (PCA): on average 43.70%, worst case:93.30%
Accuracy reduction (K-SVD): on average 19.40%, worst case:54.00%



Similarity metrics:
• Cosine similarity (COSS)
• Peak signal-to-noise ratio (PSNR)
• Structural similarity (SSIM)






